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Executive Summary: Recent developments in Artificial Intelligence (AI) pose a complex
challenge for policymakers, who are tasked with regulating a technology which is poorly
understood, highly multi-use, of potentially enormous economic impact, and which becomes
more powerful at an extraordinary rate. In response to this challenge, this policy position
paper outlines two recommended actions for national governments to monitor the AI supply
chain: (1) Invest in infrastructure for monitoring the AI supply chain, and (2) establish key AI
standards. This will allow policymakers to prepare for current technological challenges, as
well as to have the infrastructure for unforeseen ones. Importantly, these recommendations
are directly informed by technical research at the frontiers of AI and AI forecasting, to help
policymakers make decisions that are robust to future technological changes.

I. Introduction
In March 2023, the artificial intelligence company
OpenAI released GPT-4, an AI chatbot that can solve
novel problems across a wide range of topics, such as
mathematics, medicine, and law (Bubeck et al.
2023), often outperforming humans on certain
benchmarks (OpenAI 2023). Due to their
task-automation capabilities across a wide range of
domains, AI algorithm-based computer systems (“AI
systems” for short) like GPT-4 could impact large
fractions of the labor force (Eloundou et al. 2023)
and lead to significantly increased economic growth
rates (Besiroglu et al. 2022; Trammell and Korinek
2023, Hatzius et al. 2023; Aghion et al. 2017).

Developments in AI systems have also been
extraordinarily fast and driven by massive increases
in investment in resources like computation and
training data (Sevilla et al. 2022; Villalobos et al.
2022). The impact of AI systems can diffuse rapidly
across society. For instance, the chatbot ChatGPT
reached 100 million users within two months after
launching (Milmo et al. 2023; Dennean et al. 2023).
Moreover, increases in investments (Roser 2023;
Maslej et al. 2023), and the ability of AI systems to

themselves contribute to further performance
improvements (Masa 2023; Madaan et al. 2023;
Saunders et al. 2022), suggest that trends of fast
progress may continue.

With these rapid changes, the risks of emerging AI
technologies can become amplified. A salient
example comes from Urbina et al. (2022), who
demonstrate how AIs used for drug discovery can be
modified to discover novel molecular designs for
chemical weapons. Within six hours, the AI system
discovered 40,000 designs, with some predicted to
be more toxic than any other chemical weapon
currently known (Calma 2022). This example further
illustrates how AI systems increase the ability of
individuals with malicious intent to cause serious
harm, using limited resources and technical
knowledge, and at a much lower price (Shevlane and
Dafoe 2020).

These dangers underscore the urgency for existing
legal and political institutions to adapt quickly in
order to safely enjoy the benefits while reducing the
harms of AI (Clark and Hadfield 2019). Following
recent advancements, there has been a surge of
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interest in regulating AI — for instance, the
European Union (EU) set precedent in establishing
the AI Act (AI Act 2021), and the Future of Life
Institute released an open letter calling for a pause
on the training of AI systems more powerful than
GPT-4, receiving over 25,000 signatures from
academics and industry leaders alike (Future of Life
Institute 2023). Despite this interest in regulation,
the potential impacts of AI remain highly uncertain
in magnitude and probability, making regulation
difficult.

Combined, all these factors pose a challenging
problem for government policymakers. This article
elaborates on these challenges and argues that
monitoring AI development is key for overcoming
them, providing two recommendations: (1) Invest in
infrastructure for monitoring the AI supply chain,
and (2) establish key AI standards.

These recommendations are primarily targeted
towards national governments, such as the US
federal government. Furthermore, they apply most
strongly to countries which are at the forefront of AI
development (e.g. in terms of the number of
state-of-the-art AI systems released per year), such
as the US and the UK. That said, the policy
recommendations are of broad interest and
deliberately presented for implementation by
multiple actors across different countries. As such,
this paper does not specify which governmental
branches or departments should enact the stated
policies, and instead opts for providing motivating
examples of related policies to illustrate how they
may be implemented.

This position paper is therefore of less direct
relevance to readers not within the aforementioned
target audience, but is valuable nevertheless. In
particular, key ideas of the policy proposals depend
mostly on the properties of AI systems (such as their
intensive resource requirements), rather than on
country-specific policy environments. This paper is
therefore also relevant to international organizations
monitoring AI developments (e.g., the Organisation
for Economic Co-operation and Development AI
Futures Expert Group) and policymakers at a more
local scale (e.g., state or provincial governments).

II. The development, deployment, and impacts of
AI

i. The landscape of risks
To understand how to appropriately regulate these
emerging technologies, it is necessary to consider
the risks that AI poses, where AI systems are defined
as machine-based systems which optimize objective
function(s) to generate outputs (e.g., text). These pose
three main categories of risks, adapted from a
framework by Zwetsloot and Dafoe (2019):

1) Misuse risks: Risks from the malicious or
otherwise unethical use of AI systems, such
as the use of autonomous weapons systems
for targeted assassination (Trager 2022),
mass disinformation campaigns (Goldstein et
al. 2023), and the use of AI in cyber attacks
(Brundage et al. 2018).

2) Misalignment risks: Risks from AI systems
that are not aligned with human values. This
can manifest in a wide range of ways, such as
amplifying biases towards vulnerable groups
(Christian 2020; Bender et al. 2021), or in AI
systems that deliberately deceive humans
and autonomously take harmful actions
(Shah et al. 2022; Ngo et al. 2023; Krakovna
et al. 2020). These issues are especially
problematic if powerful, misaligned AI
systems are deployed in high-stakes
scenarios, such as allowing AI to control
weapons systems (Dafoe 2018; Ziegler et al.
2022).

3) Structural risks: Misuse and misalignment
risks exist within a broader landscape
(Zwetsloot and Dafoe 2019). Structural risks
describe how AI systems influence structural
environments and incentives, and how these
affect the development of AI in return. One
example concern is that stiff competition
between AI labs could lead to races to
market, deprioritizing safety and thus
magnifying misuse and misalignment risks
(Scharre 2021; Dafoe 2020; Emery-Xu et al.
2022).

It is necessary to avoid all three sources of risk in
order to support the development of AI systems that
are safe, fair, and beneficial. It is also crucial to note
that these risks become significantly amplified as AI
systems become more powerful. Moreover, systems
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at the frontier of AI development are often the ones
that have the greatest societal impacts, such as the
previous example of ChatGPT reaching a hundred
million users within two months. Thus, the most
important systems to consider are at the forefront of
AI development.

When these potential risks are combined with a lack
of clarity about rates of progress and relevant details
of the AI supply chain, government policymakers are
faced with a challenge. They need to (1) make
important decisions under time pressure, (2)
develop strategies that can adapt to the rapid rate of
change of technologies (i.e., “future-proof”
strategies), and (3) make informed decisions in a
field where collective understanding of the field’s
impacts is very limited (Clark and Hadfield 2019).
These challenges can be a serious bottleneck for
successful regulation, as seen by Canadian Members
of Parliament during recent readings of Bill C-27
(Arai 2022; Government of Canada 2022). In
particular, a major criticism of the proposed AI
portion of the bill is that it does not “have a shell of a
framework for responsive artificial intelligence
regulation and oversight” (Williams 2022). The
simultaneous lack of clarity regarding issues and
developments in AI, combined with the need for
careful decision-making, are fundamental issues for
policymakers.

Figure 1. The three stages of the AI supply

ii. The AI supply chain
To understand how to mitigate risks, we need to
understand the AI supply chain, which can be split
into three stages (Figure 1):

1) Development: This encompasses
investments in computation, data, and
algorithms. Importantly, it involves the
“training” of an AI system, by which these
three resources are funneled into building a
functioning AI system.

2) Deployment: After training the system,
organizations perform safety and
performance checks, decide how to release
the AI system, etc.

3) Impacts: This occurs when AI systems
interact with users or society more generally.

Note that this framework is a simplification. For
instance, systems such as ChatGPT may be
continuously developed even after deployment
(OpenAI 2022). The risks considered in section II,
subsection i. apply to all three stages to different
degrees, and this is elaborated upon by considering
each stage in turn.

Development
At a high level, the development stage is driven by
three main inputs: computation, data, and
algorithms. Historically, many improvements in AI
capabilities have been driven by using the above
factors at large scales — the largest and most
powerful AI systems today are trained using 1025

operations, trillions of words of text, and contain
hundreds of billions of parameters (Epoch 2023).
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These inputs are in turn driven by other factors —
monetary investments, for example, are key to
supporting large computational budgets, with GPT-4
costing around USD $40 million to train (Epoch
2023). Moreover, monetary investments have been
increasing — since 2012, eight of the top AI
companies that are explicitly trying to build
“Artificial General Intelligence” have received USD
$21 billion in investment, including $11 billion in the
first three months of 2023 alone (Hogarth 2023).

The development stage is significant because it
defines the capabilities of trained systems, which are
difficult to subsequently adjust. In general, the more
capable a system is, the greater the potential for
positive benefits and serious harms via the three risk
vectors outlined earlier. Therefore, the development
stage serves as an important node for intervention,
where governments have a clear potential lever in
controlling the flow of these resources and their use.

Deployment
After training AI systems, they are tested on
benchmarks such as ImageNet (Deng et al. 2009)
and WikiText-103 (Merity et al. 2016) to evaluate
their capabilities. Engineers of the system will then
decide how to release the model. For example, GPT-4
was released via an online interface rather than
made open source (OpenAI 2023), and OpenAI has
more generally followed a “staged release” strategy
for their systems since 2019. This involves first
releasing smaller, less capable versions of systems in
restricted fashion to first evaluate social impacts,
before allowing access to the full version (Solaiman
et al. 2019).

This stage is important for defining how quickly and
in what form AI systems impact society, as well as for
applying safety checks. For instance, OpenAI
reportedly spent six months on safety research and
evaluation prior to the deployment of GPT-4, such as
to check if the system had autonomous replication
abilities (OpenAI 2023; Alignment Research Center
2023).

However, labs may not evaluate their systems
effectively or may choose deployment strategies that
are inappropriate for the magnitude of risks, such as
open-sourcing AI systems that can be used for
bioweapons design. This could amplify all three

kinds of risk, making monitoring at this stage
critical.

Impacts
The third and final stage is the “impacts” stage,
where AI systems begin to exert a broader impact on
society. These impacts could be positive, such as
potential increases in economic growth rates
(Trammell and Korinek 2023; Eloundou et al. 2023),
or negative, such as increases in cyberattacks
(Brundage et al. 2018). Even with extensive checks
prior to deployment, it is nearly impossible to
anticipate every potential issue in advance.
Therefore, adjusting policies and standards based on
real-world feedback is critical.

III. Why monitor AI?
With these considerations about the risks and supply
chain of AI, we now turn our attention to approaches
for effective AI governance and policy. In particular,
governments should monitor the AI supply chain
across all three stages, gathering data about key
metrics to form a bedrock AI policy via two
categories of benefits: (1) providing a framework for
supporting and evaluating policies, and (2)
understanding the probability and magnitude of
impacts.

i. Supporting AI policy via information collection
Properly regulating AI can be challenging without
understanding how AI works, and how it impacts
society. Monitoring the AI supply chain can help
alleviate some of these difficulties by adopting a
crucial role in problem identification and policy
evaluation, both of which are crucial to the policy
process (Brewer 1974). This section elaborates on
several ways in which monitoring AI can help
support effective policy.

Identifying unresolved AI policy issues
Effectively monitoring the AI supply chain can help
policymakers spot issues that need to be addressed,
and which need to be addressed with greater
urgency. For example, Benaich and Hogarth (2022)
estimate there were 300 researchers working on AI
safety at large labs in 2022, which pales in
comparison to the number of AI researchers more
generally. The 2021 NeurIPS machine learning
conference alone had almost 9000 researchers,
exceeding the number of safety researchers by over
an order of magnitude. Given that AI systems can be
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deployed on a large scale across many users, this
presents a serious policy issue that needs to be
addressed, and that is first identified through
monitoring the supply chain.

Identifying levers for policy
Policy approaches may depend on specific details of
the AI supply chain, and gathering information about
the supply chain (e.g., where semiconductor chips
are being produced) may be highly valuable. For
instance, the field of Compute Governance
(Anderljung et al. 2022; Whittlestone et al. 2023)
depends on the empirical finding that the most
powerful AI systems leave a large physical footprint,
requiring thousands of units of specialized hardware
to run continuously for several months. This
provides insight into a potential policy lever:
controlling access to computational resources,
thereby influencing which actors are able to train
powerful AI systems (Shavit 2023).

Evaluating the effect of policies
An essential step in the policy process is evaluating
the intervention after implementation. This certainly
applies to AI policy too, where evaluations may help
inform future policies. One example from corporate
policy is OpenAI’s experimentation with staged
release strategies for GPT-2, which influenced how
they released their later systems (Hao 2019;
Solaiman et al. 2019). The benefits of policy
evaluation are however not limited to corporate
policy — for instance, monitoring the impact of the
US CHIPS and Science Act will undoubtedly influence
future policy approaches towards AI exports
(Bureau of Industry and Security 2022; Kannan and
Feldgoise 2022).

ii. Understanding future impacts
The field of AI is characterized by a rapid rate of
progress, as well as difficulties in adopting policy
strategies that can adapt to these changes. This issue
can be mitigated with the data obtained from
monitoring, which can be used to forecast future AI
impacts.

Estimating the probability of future risks
Understanding risk probabilities helps inform the
urgency of regulation. This can involve forecasting
how capabilities may evolve in the future based on
existing trends in hardware and software (Cotra
2020; Davidson 2023), information about which can

be obtained frommonitoring the development stage.
This can also simply involve closely tracking the
state of the art in model capabilities on benchmarks.
For instance, given the often human-competitive
benchmark performance of GPT-4, it is natural to
expect an increase in broad societal impacts and
some risks in the near term, as GPT-4 becomes
increasingly widely adopted (e.g., in cybersecurity).

Estimating the magnitude of future impacts
While estimating the probabilities of risks is
important, this in itself is insufficient. Some risks
(e.g., nuclear war) may have low probabilities, but
impacts large enough to be worth great attention
(Shulman and Thornley 2023; Ord 2020). Whether
this applies to certain AI risks will depend on the
precise scenario in question.

Understanding how future risks may arise
In order to adapt to fast rates of progress,
governments must be prepared for a range of
possible scenarios. This process can be aided by
analyzing how these futures may unfold. For
instance, it could be crucial to analyze how AI could
impact the “offense-defense balance” in high-risk
domains such as synthetic biology. That is, AI could
magnify the ability to cause harm more than the
ability for defenders to prevent these harms
(Shevlane and Dafoe 2020). Whether or not AI
affects the offense-defense balance of specific
domains will depend on how AI is applied in these
domains. Understanding this balance can help
manage novel risks that may emerge during the
impacts stage, and how these can be mitigated in the
development and deployment stages.

One might object to these benefits on the grounds
that the future is hard to predict. However, this view
is problematic. While it is true that forecasting the
future in precise detail is extremely difficult, it is
possible to forecast general effects, as has been the
case historically. For example, the DICE integrated
assessment model (Nordhaus 1992) has been hugely
influential for handling climate change, such as in
analyzing the effects of the Kyoto Protocol
(Nordhaus and Boyer 1999). Clear trends have also
existed in computer science such as through Moore’s
Law (Moore 1965), helping forecast future
developments in semiconductor technology
(Waldrop 2016). In fact, analogous empirical trends
and “scaling laws” from the AI literature (Kaplan et
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al. 2020; Hoffmann et al. 2022; Villalobos 2023;
Epoch 2023) suggest that dismissal of any ability to
usefully forecast AI developments is at the very least
premature.

VI. Recommendations: monitoring the field of AI
This section outlines two recommendations for
national governments, particularly for countries at
the frontier of AI development, to effectively monitor
AI. This does not imply that these policies are
irrelevant to other policymakers — in fact, the
implementation of these policies may involve
interactions between different levels of government
(e.g., with provincial governments, like the
government of Québec), or across the governments
of different nations (e.g., the Organisation for
Economic Co-operation and Development).

The listed recommendations are informed by three
main desiderata: (1) recommendations should be
grounded in the AI literature, (2) they should focus
primarily on the most relevant variables, and (3)
they should be tractable (e.g., it can be costly or
prohibitive to gather certain types of data).

i. National governments should invest in
infrastructure for monitoring the AI supply chain.
Multiple countries, such as the UK and Japan, are
currently designing national AI strategies (Secretary
of State for Digital, Culture, Media and Sport 2021;
Department for Science, Innovation and Technology
et al. 2023; Cabinet Office, Government of Japan
2022). However, governments may lack the
information to enforce appropriate regulations, and
as such investing in AI monitoring infrastructure is
vital for gaining relevant information and
continuously observing developments (Clark et al.
2021).

Importantly, it is most pertinent to monitor parts of
the supply chain that are either associated with the
highest risks, or are otherwise of highest leverage.
For instance, an essential component of the
“development” stage of the AI supply chain is when
the AI system is trained, since this is when the
system gains powerful capabilities that can be both
beneficial and harmful. To monitor this,
governments could gather data about certain
predictors of performance, such as total training
compute (the number of computational operations
performed during training) and the total amount of

training data, identifying which actors are involved
in the largest-scale experiments and proxy model
capabilities in real-world tasks. Notably, obtaining
this information is cheap and unintrusive, and yet is
shown to be of robust importance in understanding
rates of progress and identifying policy issues. For
instance, simply tracking training compute
information has drawn attention to the “compute
divide”: computationally-intensive large AI systems
are affordable to industry labs, but not to academic
groups (Benaich and Hogarth 2022; Anderljung et al.
2022). This, therefore, provides a path for
governments to tackle these inequalities in compute
access. More example variables in Appendix A.

Focusing on high-risk parts of the supply chain has
the benefit of reducing complexity and intrusiveness,
compared to monitoring the entire complex system.
This can make it easier for governments to form
teams of experts to check that actors follow
appropriate safety measures (NISSTC 2021), or
evaluate the safety of commonly used AI resources
(e.g., code, trained models, datasets) which may be a
failure point for a large number of users (Lohn
2021). Moreover, monitoring all AI systems would be
both wildly impractical and unethical, since this
would likely require draconian measures to monitor
all electronic devices which use AI in any form.
Fortunately, this is not necessary, and thus emphasis
is placed on monitoring AI systems at the forefront of
developments, given their elevated impacts and levels
of associated risk.

There are multiple ways this could be achieved,
depending on case-by-case feasibility. For instance,
governments could establish new observatories to
explicitly monitor the national AI landscape, or to
build on top of existing monitoring systems in
related domains (such as cybersecurity;
Whittlestone and Clark 2021). Some governments
already have observatories of some kind in place,
such as the KI-Observatorium in Germany and the
government of Québec (Observatory on Artificial
Intelligence in Work and Society 2023; International
Observatory on the Social Impacts of Artificial and
Digital Intelligence in Canada 2023). In these cases,
governments could consider expanding the scope of
these existing observatories to be in line with
technological developments, and to more explicitly
monitor the development and deployment stages of
the supply chain.

www.sciencepolicyjournal.org JSPG, Vol. 22, Issue 3, September 2023

http://www.sciencepolicyjournal.org


Journal of Science Policy & Governance POLICY POSITION PAPER: MONITORING AI DEVELOPMENTS

Setting up this core infrastructure will likely be quite
cheap for governments, compared to the
investments that may be required for other
interventions. For instance, Ord et al. (2021)
estimate that continually assessing AI capabilities
and societal impacts (e.g., through the formation of
new government bodies), as well as funding of
research projects, may collectively cost around USD
$750,000 annually. Challenges to successful
implementation are hence plausibly bottlenecked by
practical difficulties (such as determining which
metrics are most relevant to a given policy issue),
rather than financial costs. The same is likely true of
our other recommendations, which are of a similar
vein.

ii. National governments should establish key AI
standards.
These standards include those for testing
procedures, best practices, and safety certification of
AI models (Frase 2023). This intervention addresses
a number of existing issues — for one, there is an
absence of norms for providing certain kinds of
useful metrics (e.g., total training computation) in
the AI community (Sevilla et al. 2023; Hooker 2020;
Thompson et al. 2020), and gathering this
information is non-trivial (Sevilla et al. 2022).
Having clear standards for properties of AI systems
or stages in the AI supply chain can help provide a
stronger basis for evaluating AI progress and
enforcing regulations.

Evaluating trained AI systems is already common
practice since researchers typically wish to compare
the performance of different AI models.
Governments could thus take advantage of this
common practice by creating standard benchmarks
to test performance and capabilities, including in
safety-relevant metrics (e.g. the ETHICS dataset
(Hendrycks et al. 2020)). Governments could also
push for transparency regarding key metrics
relevant to AI training, by collaborating with
conferences and journals. For instance, top AI
conferences like NeurIPS require that authors of
submitted publications specify information relating
to the total training compute, but these
requirements are vague — these could be made
more strict to report more precise metrics (Sevilla et
al. 2023).

Implementing a set of AI standards would likely
involve collaboration with other parties who possess
expertise in testing and benchmarking existing
models. For example, top AI labs like Anthropic,
Google, Microsoft, and OpenAI have expressed
interest in identifying best safety practices for
frontier models and sharing information with
policymakers via the formation of a “Frontier Model
Forum” (OpenAI 2023). This can help determine the
viability of specific AI model standards, and which
properties can or cannot be guaranteed, e.g., “bias”
and “safety”. Collaboration with regulators like the
National Institute of Standards and Technology
(Arnold and Toner 2021; NIST 2023) could also be
fruitful for creating a testbed of code for AI system
evaluation. The example of NIST suggests a possible
implementation of standards via the executive
branch of government, but as mentioned in the
introduction, this is not a necessary criterion for
implementation.

Designing robust AI standards would be a significant
step forward for AI policy, but it would likely be
challenging to do so. For instance, trained AI systems
can often exhibit unpredictable behavior, which
experts are unable to anticipate or effectively
mitigate (Bowman 2023). Under this view, it is
perhaps unsurprising that there is as yet no widely
accepted definition of key terms like “safe AI”
(Arnold and Toner 2021).

To ensure compliance, governments could
potentially establish communication channels
between private sectors and governments, by which
information about AI misuse or accidents can be
reported (Arnold and Toner 2021). This could be
based on existing institutions in other domains, such
as Information Sharing and Analysis Centers, which
are coordinating bodies that help disseminate
information about cyber or physical threats between
governments and the private sector (National
Council of ISACs 2022).

iii. Potential limitations
A general caveat to these recommendations is that
the specifics will likely depend on the context of the
policymaker (Frase 2023). To ensure that
government interventions are robustly useful,
monitoring approaches may need to be informed by
specific policy issues. For instance, prevention of
AI-driven bioweapons development may require
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monitoring different aspects of the supply chain
compared to management of cybersecurity issues
(Whittlestone and Clark 2021).

There are multiple possible concerns with
monitoring AI developments, such as potential
pushback from the private sector and disincentives
for innovation. This is why the recommendations
were primarily aimed at specific parts of the supply
chain that are particularly high-risk, to keep
intervention relatively limited while still gathering
information that is useful for risk mitigation. The
significance of this difficulty varies somewhat
depending on what exactly is being monitored —
monitoring total training compute requirements for
trained systems is relatively cheap and nonintrusive,
but more stringent monitoring (e.g., of adherence to
certain standards for hardware designs) could see
stronger pushback from companies.

Monitoring AI systems may also bring unintended
consequences. Metrics that are intended to measure
rates of progress may instead turn into targets, and
there are anecdotal accounts of this being the case
historically for Moore’s Law (Schaller 1997).
Analogously, measures of growth rates in training
computation may inadvertently turn into goals that
AI labs try to attain, thus inadvertently altering rates
of technological development.

While important, the ultimate significance of these
caveats pales in comparison to the issues that would
likely arise in the absence of appropriate monitoring
of the AI supply chain. In this counterfactual,
policymakers are faced with regulating AI while
lacking concrete details about AI risks and its
drivers. Actors in the private sector may try to take
advantage of deficiencies in policy by deploying
systems that are profitable without fully accounting
for the social costs. Hence, while monitoring AI is
insufficient in itself to prevent serious AI risks, it is
almost certainly a critical component of any effective
AI governance strategy. In fact, establishing good
monitoring infrastructure could result in even more
innovation compared to the counterfactual where
serious risks could arise.

V. Conclusion
In this position paper, two policy options are
recommended to tackle the challenge of the rapidly
changing AI landscape: (1) Invest in infrastructure
for monitoring the AI supply chain, and (2) establish
key AI standards. These approaches for monitoring
AI help form the basis of a “future-proof” policy
strategy, allowing policymakers to prepare for
current technological challenges as well as future
unforeseen ones. While monitoring alone is likely
insufficient for mitigating AI risks, it is surely
necessary for any effective AI governance approach.

Appendix A: Example guiding questions
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Stage Approach Example guiding questions

Development
Monitoring
key inputs to
AI systems

Compute: Howmuch training computation was needed to train
the model?
Data: Howmuch data was used to train the model? Which dataset
was used?
Algorithms: Howmany parameters are there in the AI model? Is
the system based on a pre-trained foundation model (Bommasani
et al. 2021) that is fine-tuned to a particular task?
Hardware:What kind of hardware was used, and in what
quantity? How long was the system trained for?
Investment:What were the total costs of training?
Labor:Which actors are training large AI systems, and for what
purposes?

Deployment

Analyzing AI
capabilities

Howwell does the trained system perform on standard
benchmarks? Does the model demonstrate qualitatively similar
performance across multiple benchmarks?
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