Promoting Health Equity through Improved Regulation of Artificial Intelligence Medical Devices
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**Executive Summary**: Existing health disparities in the United States are partially driven by the way healthcare is delivered. There is interest in using Artificial Intelligence (AI)-driven software as medical devices (SaMD) to aid in healthcare delivery and reduce health disparities. However, AI-driven tools have the potential to codify bias in healthcare settings. Some AI-driven SaMDs have displayed substandard performance among racial and ethnic minorities. Auditing these tools for biased output can help produce more equitable outcomes across populations. However, there are currently no explicit Food and Drug Administration (FDA) regulations that examine bias in AI software in healthcare. Therefore, we propose the FDA develop a distinct regulatory process for AI-driven SaMDs that includes assessing equitable output across populations and avoiding potential health disparity exacerbation. This change could help prevent AI-driven health disparities nationwide.

1. Health disparity crisis in the United States

Racial and ethnic health disparities persist in the United States despite governmental attempts to improve health outcomes. In the United States, racial and ethnic minorities are 1.5 to 2 times more likely to experience most chronic illnesses (Price et al. 2013). For example, childhood asthma rates are higher among Puerto Rican (13\%) and African American (9.5\%) children compared to White children (7.2\%; Price et al. 2013). Black children experience higher rates of cerebral palsy, HIV/AIDS, and death from Type I Diabetes than White children. Hispanic children have higher rates of spina bifida, depression, and death from acute leukemia than White children (Berry et al. 2010). African Americans are 77\%, Hispanics are 66\%, and Native Americans are almost 300\% more likely to be diagnosed with diabetes than non-Hispanic White Americans. Additionally, African Americans are 30\% more likely to die from heart disease and 50\% more likely to have a stroke compared to White Americans (Minority 2021). After the onset of the Covid-19 pandemic, age-adjusted death rates climbed by 16.8\% from 2019 to 2020 for the total population. This increase in death rate, however, was higher in Black (28.0\% for males, 24.9\% for females) and Hispanic (42.7\% for males, 32.4\% for females) Americans in comparison to White (13.4\% for males, and 12.1\% for females) Americans, highlighting underlying health disparities that are exacerbated during health crises (Murphy et al. 2020). Health disparities are also associated with profound
II. Artificial intelligence in healthcare

i. Benefits of AI technology in healthcare
Healthcare providers are exploring how to use Artificial Intelligence (AI)-driven software as a medical device (SaMD) (IMDRF 2013; IMDRF 2013) to strengthen and revolutionize healthcare. AI technology, sometimes referred to as machine learning, is distinct from traditional software because it typically “learns” from a large amount of data to predict a specific outcome (Chen & Decary 2019). This technology can assist with medical diagnosis and clinical decision-making among other benefits (Amisha et al. 2019; Briganti & LeMoine 2020; Chen & Decary 2020). For example in the pediatric field, AI-based algorithms streamlined test ordering and got faster results for 22.3% of pediatric patients at a children’s emergency department (Singh et al. 2022), identified rare subtypes of pediatric pulmonary hypertension difficult to identify from clinical observations (Ong et al. 2017), and created a non-invasive neonatal jaundice detection system (Aydin et al. 2016). Furthermore, the use of AI-based algorithms is currently being explored across numerous pediatric conditions such as prematurity, neonatal seizures and mortality, autism, ADHD, and epilepsy, among others (Hoodbhoy et al. 2021).

If designed properly, AI even has the potential to reduce disparities in healthcare. For example, while a traditional model for breast cancer risk was more accurate for White than African American women, an AI model showed more accurate overall results and equal accuracy across racial groups (Yala et al. 2019).

ii. Bias in AI
However, AI-driven software also has the potential to amplify healthcare bias and further exacerbate racial and ethnic health disparities (Gianfrancesco et al. 2018). Because AI technology learns from data, biases in the dataset—such as underrepresentation of minority groups, unequal amounts of missing or inaccurate data, or existing disparities that are reflected in data—can be encoded into the technology’s predictions. These biases can lead to less accurate or less beneficial predictions for medically-underserved patients. For example, an AI-driven diagnostic tool using chest X-rays results in under-diagnosis of lung disease in minority populations (Seyyed-Kalantari et al. 2021). This highlights the tool’s biased inputs that were generated by human-based under-diagnosis among marginalized populations. There are also concerns about AI in fields such as dermatology and cardiology, where minority patients are under-represented in the databases used to train healthcare algorithms (Adamson & Smith 2018; Tat et al. 2020). Design of the AI can also lead to bias, for example if the chosen output of the model is a poor proxy for the clinical outcome of interest (Leslie et al. 2021). An algorithm that uses healthcare spending as a proxy for sickness overestimates the health of Black patients, resulting in resources being disproportionately allocated to white patients (Obermeyer et al. 2019).

iii. Growth in implementation
The FDA is increasingly approving AI-driven medical devices with over 750% growth in approvals from 2015 to 2019 (Figure 1A). As AI-driven tools are increasingly incorporated into healthcare, they have the potential to encode and exacerbate existing biases in disease diagnosis and classification, and in the allocation of healthcare resources. It is important to ensure that these tools display equitable performance across racial and ethnic subgroups, but evidence of bias in AI SaMD function indicates that existing regulations are not sufficient.

III. Current regulation of AI medical devices
Currently, there is no regulation in the US specific to AI in healthcare. Recent proposals by the FDA for regulatory frameworks aim to limit regulation, prioritize innovation, and quicken time to market (Health 2022d). In contrast, the European Union (EU) proposed an AI regulatory framework that enhances governance and enforcement of fundamental rights and safety laws by developing a single market for AI applications (European Commission 2021).
Currently in the US, AI-driven SaMDs are subject to various degrees of regulatory scrutiny depending on their classification and risk level. If used to treat, diagnose, cure, mitigate, or prevent disease or other conditions, AI technology is regulated by the FDA under Software as a Medical Device (SaMD) as if it were traditional technology (Muehlematter et al. 2015; Pew 2022).

Most Class I (low-risk) and Class II (moderate-risk) AI-driven SaMDs (i.e., devices of a simpler design that present minimal to intermediate potential harm to users) undergo a 510(k) review. This is a premarket submission made to FDA which requires manufacturers to demonstrate that the AI-driven SaMD is safe, effective, and substantially equivalent to an existing device (Health 2022). New Class I-II SaMDs that are not “substantially equivalent” to a predicate device whose underlying technology is well understood may go through the De Novo Classification Process. The De Novo process requires clinical and/or non-clinical data that reasonably ensures safety and effectiveness (Health 2022b). Class III (high-risk) AI-driven SaMDs (i.e., life-supporting/sustaining or important in preventing impairment of health) must undergo the full premarket approval process of scientific and regulatory review to prove that the benefits of the device outweigh the risks. This is the most stringent FDA marketing application and requires both clinical and non-clinical scientific evidence for safety and effectiveness (Health 2022c).

Once on the market, if changes are made to the device, the FDA makes a case-by-case decision on whether a review process is required (Muehlematter et al. 2015; Pew 2022). The process for re-evaluation is largely dependent on the device’s risk classification and the nature of the change (Pew 2022). This, in addition to the multiple pre-market approval processes, leads to great risk of inconsistency in AI-driven SaMD FDA review.

As the presence of AI in healthcare continues to skyrocket (Figure 1A), the lack of regulation to prevent bias is a key issue in FDA regulation of AI-driven SaMDs. Current recommendations are vague and unclear. The FDA, Department of Health and Human Services, and World Health Organization all recommend that AI in healthcare be regulated to ensure equity yet have not implemented explicit standards to accomplish this goal (OCIO 2021; FDA 2021; WHO 2022). Only the Federal Trade Commission has provided specific recommendations such as testing algorithms before and after approval to ensure...
they don’t introduce new or worsen existing health inequities (FTC 2021).

Current FDA regulations do not address biased AI SaMD outputs. We can no longer rely on broad recommendations to ensure that these tools do not amplify existing health disparities between different racial and ethnic groups.

In this policy brief, we discuss the following policy options for the commissioner of the FDA to address bias in AI-driven SaMDs: 1) Creating a new and separate regulatory process for AI-driven SaMDs, 2) amending the proposed Total Product Life Cycle regulatory pathway to include equity validation, and 3) increasing the number of applications that go through premarket approval (Figure 1B). We also describe the policy option with the best strategy to mitigate healthcare bias in AI technology.

IV. Policy options

i. Option 1: Create a distinct FDA regulatory process for AI healthcare devices.

Currently, AI-driven SaMDs are reviewed in the same manner as non-AI SaMDs. This fails to address the unique challenges presented by AI compared to traditional software. We propose the FDA commissioner create a new regulatory process specifically dedicated to AI SaMDs. In this new framework, a panel that includes experts in algorithmic justice and healthcare equity will develop benchmarks and requirements for the investigation of bias at every development stage (i.e., from the datasets used to develop the device to post-market performance). Additionally, the panel will review all AI-driven SaMD functions to ensure that they demonstrate a low chance of exacerbating existing health disparities. Requirements could include evaluation of the training and testing datasets, reporting on existing disparities in the target outcome, and metrics to evaluate device accuracy across groups. Specific requirements may vary based on context, such as the risk level of the device and the target population of the product.

Advantages
This proposed policy would create a standardized and streamlined process that all AI-driven SaMDs would undergo, instead of being distributed to three possible processes (510(k), De Novo, or premarket approval), which simplifies the review process while maintaining rigor. We estimate that eliminating the decision of where to submit AI-driven SaMDs and the evaluation to determine if it was submitted to the correct process could reduce the time to approval by a month. This is significant as the approximate time to approval for 510(k), De Novo, or premarket approval is 90 days, 150 days, and 180 days, respectively. We believe this option is achievable as the previous commissioner of the FDA proposed and piloted a digital health precertification program intended to replace premarket submission for AI-driven SaMDs (Health 2022d). In this new proposed model, however, the FDA evaluates the developer instead of the individual SaMDs. Pending demonstrating the ability to develop safe and effective SaMDs, products would undergo a streamlined review process and could be placed on the market without premarket review.

Disadvantages
This policy option would require a significant amount of funding and effort from both FDA and SaMD developers. Determining appropriate evaluation standards will require nuanced ethical, legal, and technical considerations (Hoffman & Podgursky 2019). Specific methods of ensuring unbiased output may be difficult to achieve—for example, diversifying datasets through more open sharing of data is inhibited by privacy and proprietary concerns. This may hinder approval of devices and dissuade small businesses with fewer resources to overcome regulatory burdens from developing AI-driven SaMDs. Such companies are already less likely to achieve FDA approval of these devices compared to larger ones (Muehlematter et al. 2015).

ii. Option 2: Amend the FDA total product life cycle regulatory approach to include equity validation standards.

The FDA has adopted the International Medical Device Regulators Forum’s (IMDRF) clinical evaluation framework for SaMDs within its Total Product Life Cycle regulatory approach (FDA 2019). This framework provides guidance on evaluating SaMDs across the realms of clinical association validation, analytical validation, and clinical validation. However, the IMDRF framework
lacks explicit instruction on equity validation to ensure SaMDs avoid mirroring existing healthcare bias. While the FDA currently supports regulatory science efforts to develop methods for identifying and eliminating bias in AI-based SaMDs (FDA 2020), it does not yet incorporate explicit regulations for detecting and evaluating bias in SaMD outcomes.

We propose the FDA add a category for equity validation in SaMD regulation. Equity validation should include 1) assessments that ensure SaMDs effectively and accurately achieve their intended outcomes and 2) evidence that SaMDs produce the intended outcomes equitably across populations (e.g., accurate chest x-ray diagnoses in all populations). Further, high-risk AI SaMDs should not rely only on retrospective data but undergo prospective randomized trials that demonstrate the medical device does not replicate existing biases.

**Advantages**
The proposed regulations would ensure developers evaluate for and address bias in AI SaMD output. This maintains discretion for proprietary algorithmic designs while assuring the devices avoid exacerbating existing disparities. Additionally, it allows SaMD developers to use novel methods of achieving equitable accuracy.

**Disadvantages**
This strategy focuses regulation on the output of AI-driven SaMDs and is independent of the methods used to achieve equitably accurate predictions. This may allow other sources of bias to persist and may be less robust at preventing AI-exacerbated healthcare disparities.

**iii. Option 3: Expand the scope of review within existing regulatory pathways.**
Currently, many AI-driven SaMDs are approved through the 510(k) premarket submission based on having predecessors on the market that are “substantially equivalent.” The definition of equivalency is vague and broad, allowing novel AI-driven SaMDs to bypass premarket review and clinical trials. A device approved under 510(k) may remain on the market even if its predecessor is demonstrated to be unsafe or biased. In addition, clinical decision software is currently exempt from review if it “supports or provides medical recommendations to a health care professional” but is not the primary driver behind medical decisions (PEW 2021). This definition is also vague and allows AI-driven devices that influence treatment and healthcare outcomes to be introduced on the market without rigorous review.

We propose that the FDA commissioner lower the thresholds for FDA review so that more devices undergo thorough De Novo or premarket approval. We recommend narrowing the equivalency standard for 510(k) review and the criteria for exemption.

**Advantages**
This approach would require the least change to current regulations, enabling FDA efforts to maintain focus on other important issues. These changes would also apply to non-AI SaMDs, increasing the rigor of review for all medical software devices.

**Disadvantages**
This approach does not explicitly include consideration of bias or disparities in outcomes during the review process. Additionally, time to market would be increased due to some devices requiring longer and more thorough review processes.

**V. Policy recommendation**
We recommend Option 1: for the commissioner of the FDA to develop a distinct regulatory process specifically designed for AI-driven SaMDs. This policy option would help prevent approval of AI medical devices that mirror or exacerbate existing health disparities. This could also increase trust from the public for whom AI bias and its potentially negative impact on health disparities is a significant concern (Richardson et al. 2021). Moreover, these devices have the potential to reverse existing healthcare biases if regulated properly. We believe this is of utmost importance to the commissioner of the FDA whose mission is to protect and promote public health (FDA 2021). As healthcare is on the cusp of grand technological transformation, the FDA has an opportunity to craft a safe and equitable healthcare environment for all Americans.
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