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Executive Summary: Racial discrimination in housing has long fueled disparities in homeownership and wealth in the United States. Now, automated algorithms play a dominant role in rental and lending decisions. Advocates of these technologies argue that mortgage lending algorithms reduce discrimination. However, “errors in background check reports persist and remain pervasive,” and algorithms are at risk for inheriting prejudices from society and reflect pre-existing patterns of inequality. Additionally, algorithmic discrimination is often challenging to identify and difficult to explain or prosecute in court. While the Federal Trade Commission (FTC) is responsible for prosecuting this type of discrimination under the Fair Credit Reporting Act (FCRA), their enforcement regime “has inadequately regulated industry at the federal and state level and failed to provide consumers access to justice at an individual level,” as evidenced by its mere eighty-seven enforcement actions in the past forty years. In comparison, 4,531 lawsuits have been brought under the FCRA by other groups in 2018 alone. Therefore, the FTC must update its policies to ensure it can identify, prosecute, and facilitate third-party lawsuits against a primary driver of housing discrimination in the 21st century: discrimination within algorithmic decision making. We recommend that the FTC issue a rule requiring companies to publish a data plan with all consumer reporting products. Currently, the FTC recommends that companies make an internal assessment of the components of the proposed data plan to ensure that they are not in violation of the FCRA. Therefore, requiring that these plans be published publicly does not place undue burden on companies and empowers consumers to advocate for themselves and report unfair practices to the FTC. Coupled together, these will reduce the costs of investigation and enforcement by the FTC and decrease the discriminatory impact of automated decision systems on marginalized communities.

I. Introduction and background
The current COVID-19 pandemic has exacerbated entrenched and long-standing racial discrimination in housing in the United States. Prior to the pandemic, Black homeownership was at a record low of 40.6%. Though that figure
Increased to 47% in 2020, data from the US Census Bureau shows that Black Americans still have the lowest rate of homeownership compared to other racial groups, while white Americans have the highest rate of homeownership at 76% (Callis and Kresin 2018). In fact, the gap in homeownership between Black and white Americans is higher today than it was in 1960, when race-based discrimination was legal (Choi et al. 2019). Housing is a significant contributor to intergenerational wealth—in 2019, the median net worth of homeowners was nearly forty times that of those who did not own a property—and the gap in homeownership is a marker of worsening wealth disparity between families of color and white families (Board of Governors of the Federal Reserve System 2019).

One of the main drivers of the homeownership and thus, wealth gap is discriminatory lending practices. Most banks use Automated Underwriting Systems (AUS) to evaluate applicants in a timely fashion. These systems appeared in 1995 and were quickly becoming ubiquitous six years later in 2002 (Gates, Perry, and Zorn 2002). The role of AUSs has switched from being a valuable helper in the underwriting process to being a fully automated online lending tool used by Fintech, a fast-growing market that has quadrupled in the last four years (Fuster et al. 2019). Other industries have also capitalized on fully automated algorithmic decisions. In 2019, approximately 45% of 2,000 large mortgage lenders relied on online or app-based interfaces to originate mortgages (Choi, Kaul, and Goodman 2019). Unfortunately, these new automated approaches have not removed racial disparities from lending practices. From 2009 to 2015, lenders using automated algorithms rejected approximately 1.3 million applications from credit-worthy applicants of color (Bartlett et al. 2019). A recent study by Lending Tree found that the home loan denial rate, as mediated by algorithms, for Black Americans was 17.4%, more than double the 7.9% for non-Hispanic whites. Lenders charged people of color an extra $765M per year in interest (Bartlett et al. 2019).

Discriminatory practices not only affect homeownership, but also housing stability of renters in communities of color. Prior to the pandemic, studies found that neighborhoods with more Black and Latinx renters experienced higher eviction rates. In the COVID-19 crisis, a greater proportion of Black and Latinx adults experienced job loss in comparison to their non-Hispanic white counterparts. Within the five industries most vulnerable to COVID-19 (food & accommodation, construction, entertainment, retail, and other services) (Housing Finance Policy Center 2020), 45.5% of Latinx workers and 31.8% of Black workers are renters, leaving them more vulnerable to eviction. While the Coronavirus Aid, Relief, and Economic Security (CARES) Act of March 2020 implemented an eviction moratorium preventing landlords from initiating eviction proceedings due to nonpayment of rent, it did not prevent the accrual of housing related debt. This puts people at risk of eviction when the federal moratorium ends on October 3, 2021. In fact, researchers at JP Morgan Chase Institute found that renters need a greater financial safety net than homeowners during the pandemic (Greig, Zhao and Lefevre 2021). The accumulation of housing-related debt and looming end of eviction moratoriums coupled with higher rates of COVID-19 cases, hospitalizations, and deaths in these communities has only exacerbated existing inequity in housing stability.

### i. Promise of AI in eliminating biases

Decisions in the rental and lender markets are increasingly being made by algorithmic decision-making tools. They speed up decisions and have the potential to reduce face-to-face discrimination in markets prone to implicit and explicit biases, such as housing. It is estimated that 90% of landlords use automatically generated reports for tenant screening (Kirchner and Goldstein 2020). Despite this popularity, automated tenant screening can be prone to errors and mismatches. A review of federal lawsuits filed against screening companies found that these reports make hasty matches, wrongly labelling potential tenants as criminals or sex offenders (Nelson 2019; Kirchner and Goldstein 2020). In March 2019, CoreLogic, a tenant screening company that deploys automated algorithms, was held liable for discrimination claims because the algorithm analyzed arrest records, disability, race, and national origin, which is illegal under the Fair Housing Act (Fair Housing Act 1968).
In a recent study, researchers at Berkeley found that in the mortgage market, both algorithms and face-to-face lenders discriminate against borrowers of color. However, they found that algorithms discriminate 40% less than face-to-face lenders (Bartlett 2019). This is an indicator of the potential for algorithms to reduce inequity, but also a warning: although the algorithms may be less biased, their biases are consistent and are applied on a massive scale. Bias in algorithms can be caused by biases present in the data used to develop the algorithm. For example, underlying data may under-represent or fail to generalize to high-minority populations. Also, longitudinal data may capture historic racial inequities. Other underlying data may not explicitly capture race, but features of the data may include proxies for race (Lee and Singh 2021). In lending and tenant screening, existing housing data reflects years of segregation, Jim Crow laws, redlining, white flight, and other biased practices and regulations. This use of biased data risks perpetuating inequities at scale, cementing racial bias into code that is seldom questioned and difficult to interpret (Lee and Floridi 2021).

ii. Opportunity for intervention
Currently, under the FCRA, the FTC opens investigations into and prosecutes companies providing consumer reports that are biased against protected classes. With additional resources, the FTC can more effectively protect against discrimination in housing-related lending practices. However, without proper regulatory intervention, inequity in homeownership and housing stability will persist, widening existing wealth inequities.

II. Argument and evidence
Although the FTC assumes a prominent role in the enforcement of the FCRA, it has only prosecuted eighty-seven furnishers and credit reporting agencies in the past forty years (Sickler 2015). Private consumer lawsuits for FCRA violations, such as class-action litigation, far exceed FTC enforcement (Feder and Muttreja 2016). Currently, the process within the FTC to discover and prosecute violations may take years. For example, a tenant screening company, RealPage, did not properly audit or scrutinize the accuracy of the criminal record information it was providing to landlords from January 2012 to September 2017 (FTC v. RealPage Inc 2018). RealPage spent over five years incorrectly reporting criminal records for innocent applicants before the FTC was able to intervene. To expedite the process of identifying and investigating potential violations of the FCRA, the FTC should require companies to publish a data plan. Legislation at the state level has achieved significant success in data regulation and protection. However, implementing a federal rule will allow for stronger mitigation of algorithmic discrimination.

The California Consumer Privacy Act (CCPA), one of the strictest privacy laws in the US, was implemented on January 1, 2020 with bipartisan support. This law requires large companies such as Google to divulge the types of data they collect, the sources they use to collect that data, why that information must be collected or sold, and the third parties with which that information is shared. The act also allows consumers to consent to having their data sold (CCPA 2021). Companies that implement algorithms in their products also must abide by these rules, forcing them to reevaluate or face consequences for any discriminatory practices underlying the algorithms. Under this legislation, companies may be required to reveal what data is used to assist algorithmic decisions, such as browsing history, making it easier for the public and regulatory agencies to detect and prevent algorithmic bias. Accordingly, over fifty lawsuits have already invoked this act following its recent enactment (Kaye 2021).

Outside of the United States, the General Data Protection Regulation (GDPR) covers data collection and privacy in the European Union. This law gives citizens the right to access data that has been collected on them (Article 15), to know how the data is being used (Article 15), to rectify any inaccuracies (Article 16), and to not be subjected to decisions made entirely by automated systems (Article 22, Council regulation 2016, 679). The GDPR helps to equip individuals to find and stop biased or inaccurate algorithmic decision systems.

III. Policy options
We propose three policy options to improve the FTC's ability to prosecute unlawful discrimination in consumer reporting products that use complex
and opaque algorithms to automate decision making.

i. **Option 1: Provide funding to form a team of experts to investigate and support consumer protection issues that arise from algorithms used for automated decision making**

This team could be formed into a new Office housed within the Bureau of Consumer Protection (BCP) or could become part of the Office of Technology Research and Investigation. The proposed team would focus on issues related to automated decision systems used by businesses, providing the specialized knowledge required to analyze the impact of automated algorithms on consumer privacy, data security, credit information, and financial technology with respect to housing and other issues under the FTC’s enforcement. We propose that **$7.5M in new funding be allocated to establish the team, representing a budget increase of 2%**. This funding increase is equivalent to about twenty-five new full-time employees, according to the FTC’s 2020 numbers. As the FTC has averaged a return of $30.70 for every $1 spent on consumer protection over the last four years, it is expected that the proposed team will fund itself (FTC 2020). This team would seamlessly integrate with other Offices providing technical expertise, such as the Office of Technology Research and Investigation (FTC 2015), which has helped the FTC win settlements for consumers in several high-impact cases involving advanced technology (FTC 2017A; FTC 2017B). A dedicated team working on algorithm use in housing would better equip the FTC to enforce its rules as they are applied to new automated technology that can obfuscate harmful bias.

**Benefits**

The inclusion of content experts in algorithmic bias into the FTC workflow will improve the enforcement of laws even when complex algorithms obscure violations. This option offers a significant return on investment and does not require new legislation.

**Drawbacks**

This option requires initial investment from Congress and does not make law violations by algorithms any easier to enforce.

---

**ii. Option 2: The FTC should issue a rule requiring companies to publish a data plan with all consumer reporting products**

The proposed data plan includes three components:

1) **The types of data that the company may use, and either the method of obtaining this data or the source from which it is obtained.** The company is not required to specify which data types are used in their proprietary algorithms, but they may not use data not listed in their data plan. This would allow the company some agility in technological development and some protection of intellectual property by giving the option to slightly obfuscate specific data types in use, while still respecting the FTC’s requirement that certain data types cannot be used to make decisions about consumer reports.

2) **The level of explanatory detail that the consumer can expect if the product is used to evaluate them.** The FCRA requires that a consumer receive a detailed and specific explanation when denied something of value. When applying this precedent to other automated decision systems, the appropriate level of explanatory detail may vary slightly. However, it should always provide information to the consumer that allows them to improve their score on the automated system in the future. The exact types of explanations that a consumer can receive should be specified in the data plan.

3) **An auditing plan to ensure that the product is not biased.** The company may either provide a detailed description of the internal tests conducted and how the results may be publicly accessed or submit to third-party auditing at the company’s expense. The FTC already prohibits using protected classes of data, not providing sufficient explanatory detail, and producing biased results. In order to avoid prosecution, the FTC already recommends that companies consider each component of the proposed data plan. Publishing a data plan should, therefore, not create any undue hardship for a company. The data
plan should also significantly accelerate the investigation of complaints, thus reducing money spent on investigations.

Benefits
Public release of data makes enforcement easier for the FTC, empowers consumers to identify and report violations to the FTC, and is not an undue burden on companies.

Drawbacks
This option requires an FTC rule change and the development of standards related to the data plan. It may require additional investment from companies.

iii. Option 3: The FTC should issue a rule requiring third-party auditing of all high-risk commercial automated decision systems
While companies using low-risk automated decision systems may choose to develop their own evaluations for bias, companies using high-risk automated decision systems will need to pay for their automated decision systems to undergo a third-party audit every year. We define “high-risk” systems as those whose reports could affect 1) quality of life, 2) access to housing, or 3) access to employment for the consumer.

Third-party auditing would require additional infrastructure. The FTC would work with the National Institute of Standards and Technology to develop benchmarking datasets and tests on a yearly basis which can be used to review companies that provide third-party auditing services and provide accreditation for the next year. The datasets and tests would be devised to separately test whether the auditing company can detect bias in a dataset and bias in an algorithm.

Third-party auditing can be used to provide an appropriate financial incentive to the companies developing automated decision systems. If the company does not publish an appropriate data plan or scores poorly on its audit, it must pay for the full cost of the audit plus a fine and it may not legally use the automated decision system until it passes the audit. Third-party auditing may be indicated for a low-risk company if the company’s data plan is insufficiently detailed or it admits to using illegal data types, or if the company is already being investigated for wrongdoing by the FTC. If the low-risk company is found to be in the wrong during this investigation or its data plan is the cause for the investigation or audit, the low-risk company should be required to pay for the audit.

Paying for audits may be difficult for small companies and startups. To mitigate these effects, we propose that even high-risk companies whose algorithms are used on fewer than 1,000 people will not need to pass an audit. The FTC should also offer easily attainable grants for companies to pay for their first audit.

Benefits
This option strengthens incentive structures so that companies are more likely to avoid bias in their systems, makes enforcement significantly easier for the FTC by requiring companies to specify the data types in use and report the explanatory details provided to consumers about decisions. It also standardizes enforcement so that companies are on even ground.

Drawbacks
This option requires an FTC rule change, the development of standards related to auditing in coordination with other federal agencies, and infrastructure and regulation around 3rd party auditors. It could be more expensive for companies and would require additional investment in the FTC.

VI. Policy recommendation
We recommend Option 2: The FTC should issue a rule requiring companies to publish a data plan with all consumer reporting products. This policy option best targets unfair business practices prohibited by the FCRA, which are often difficult to prosecute because they are obscured by complex automated decision systems. This option places the responsibility of transparency on companies that use these systems, which would not place undue burden on companies that are following current laws or on consumers to find and report unfair practices. This allows third-party auditors, government regulators, and consumers to better detect algorithmic biases, improving the accountability of companies that use automation in making housing decisions. This option enables the FTC to better enforce its rules against racial
discrimination in housing by improving the investigation and enforcement processes in cases with automated system.
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